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The Current Status of
Minimum Competency Testing

Twenty years ago, only a handful of states in our union required students to pass a statewide examination to
receive their high school diploma. Today, statewide high school competency tests are in use, in one form or
another, in at least 40 states (Jaeger. 1989; Roeber. 1990). From an historical perspective, the widespread
use of such examinations and assessments probably grew out of the "back to basics" movement which
emerged in response to charges that many of the graduates of our educational system lacked the fundamental
academic skills of reading, writing, and mathematics necessary to succeed in adult life, to hold useful and
meaningful jobs, and to serve as responsible citizens. From the more limited psychometric or educational
testing perspective, such tests probably developed out of the "criterion-referenced testing" movement which
occurred in the period from approximately the mid-1960s through the early 1980s. The purpose of such tests
was to integrate educational tests more meaningfully into the instructional process by reflecting exactly what
knowledge, skills, and other educational behaviors students "mastered" and on which they therefore needed
no further instruction. Criterion- referenced tests (CRTS) emphasize scores relevant to the knowledge
domain and strongly de-emphasize comparisons of individual students with other children composing their
norm group.

To combat charges that students were graduating from high school without being able to read, states
imposed tests that students would need to pass to earn their high school diplomas, regardless of how well
they had performed (e.g., in terms of grades) in their educational course work. In some cases, the tests were
mandated by a state's department of education, or a similar body responsible for monitoring education
within its jurisdiction. In other instances, the state legislature imposed the testing program on the educational
community. Such tests then serve as a guarantee to society at large, parents, schoolchildren, potential
employers, and others that high school graduates possess at least those minimal skills usually deemed
necessary for successful survival in the modern world. Clearly, the responsibility for ensuring that those
educated within a given school district or state falls on both those charged with monitoring education within
the jurisdiction and those with overall responsibility for governing the region.
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Although the use of minimum competency tests for scrutinizing whether students have acceptable levels of
the skills measured by the tests to be promoted or graduated is the most visible use of these tests, it should
be noted that there are other uses to which the scores may be put as well. For example, Roeber (1990)
provides a number of additional uses: appraising the general mastery by students of the state curriculum (for
program evaluation uses); providing general information to policy makers, educators, or the public; system
accountability; system planning and resource allocation; and system improvement. In addition, when
administered prior to the terminal year of a student's education, the test may be used to help to direct a
student to a particular school stream (e.g., vocational or academic system) (Roeber, 1990. p. 7-8).

For those states in which passing the minimum competency test was required for high school graduation,
states frequently phased in their offering of minimum competency examinations by one of several methods:
by administering them to the first one or more classes on a trial basis, by permitting students to take the tests
on several occasions in order to pass, by gradually raising an initially lower standard of performance until
the appropriate, planned passing score is achieved, or some combination of these techniques. Students need
only pass the test once; there is no requirement that they demonstrate continued competency once they have
passed the examination.

Most states that began offering such tests did so by administering them at least a year or more before the
expected date of graduation, so that students who failed to pass them would be able to retake the tests on
one or more future occasions in order to graduate from high school on schedule. The Director of Testing for
one state, which employs a high school graduation test, recently stated that students who repeatedly fail the
test and take it each time it is offered could conceivably take it as many as 11 times. He further informed me
that some students had indeed taken the test this number of times. In other states, of course, the number of
possible retestings is considerably reduced. In North Carolina, for example, students must pass both reading
and mathematics tests; they are given a maximum of four trials to pass each (Jaeger, 1989). Students who
never pass but choose to leave high school typically receive a certificate of completion or some similar
acknowledgment that the student completed his or her studies but did not graduate.

In many states, simply passing the competency tests does not ensure that a student will receive a high school
diploma. Rather, it is one requirement among several, such as satisfaction of attendance policy, curricular
breadth, and quality of academic course work requirements.

Many states that administer minimum competency tests also offer other preliminary tests at earlier points in
the movement of students through the educational system. The purposes of these examinations is to identify
those students who have fallen behind and who are likely to have problems when they eventually take the
statewide graduation test. Students who perform poorly at these earlier grades may receive additional
instruction, embellished instruction, and other special remedial services or be held in grade until they pass
this preliminary examination.

How different states use minimum competency tests varies widely (Jaeger. 1989). The majority of states set
standards which all students throughout the state must pass to earn their high school diploma. Others,
however, permit each school district to set individual standards specific to their own school district. Still
others do not require a passing score for high school graduation.

The passing of P.L.. 94-142, the Education of All Handicapped Children Act, in 1975 mandated that all
children be provided with a free and appropriate education, regardless of handicap. After this law went into
effect, most states had to accommodate students with handicapping conditions and other disadvantaged
students differentially. The law required the development of Individualized Educational Programs (IEPs) for
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all students with handicapping conditions. Description of the following items were mandated for inclusion
in IEPs: a statement of the present levels of educational performance, short-term and long-term goals and
objectives, specific educational services to be provided, the extent to which the student should participate in
regular educational programs, the projected date for initiation of remedial services, the duration of the
remedial services, and "appropriate objective criteria and evaluation procedures and schedules for
determining, on at least an annual basis, whether instructional objectives are being achieved" (Willig &
Ortiz, 1991, p. 282). Students with handicapping conditions, on the basis of their IEPs, can be rightfully
exempted from the requirements to take and to pass the minimum competency examination in order to
graduate from high school. However, unless LEP students also fit the criteria for handicapped status, no
IEPs are developed for them. Because of this exclusion, "educators frequently fail to consider
cultural/linguistic learner characteristics and their effects on the teaching-learning process" (Willig & Ortiz,
1991. p. 282). Thus, although some LEP children may be considered exceptional and others reside in states
which provide special status to LEP students, most still need to pass statewide competency tests.

The Typical Content of
State Minimum Competency Tests

A 1979 review (Gorth & Perkins, 1979) summarized the content of statewide competency examinations.
(This information is summarized by Jaeger. 1989.) In general, two overlapping types of content are called
for by these examinations: the basics of education (reading, writing, and arithmetic) and what are sometimes
called "survival" skills for adults in our society. There is, of course, much overlap between the two content
areas. Gorth and Perkins reported that over one-half of the states then using such examinations employed
tests composed of multiple-choice questions of reading, writing, and arithmetic. In general, these
examinations called for the students to demonstrate "nothing more than recognition of basic subject matter
mechanics or the application of basic mechanics to so-called 'life skills' situations" (Jaeger, 1989. p. 510).
Indeed, the tests were seen as measuring skills learned primarily at the elementary school level rather than
either those drawing upon the high school curriculum or higher-order thinking processes.

Increasingly, states and district-level minimum competency examinations are including performance
assessment components as parts of their competency testing program in addition to the traditional objective,
multiple-choice test components. Such assessments are seen as differing from multiple-choice testing in that
(1) students create responses rather than selecting them, (2) performance assessments emphasize problem
solving and other higher-level integrative cognitive skills, and (3) performance assessments need to be
scored by expert judges rather than machines (Finch. 1991). Because the skills that students use in
generating their responses and the products that result from their responses are sometimes seen as more like
those skills and products found in the classroom, performance assessment has occasionally been called
authentic assessment. Among the types of performance assessment that are used are essays, sometimes with
prompts provided; actual student writing samples; prepared portfolios which document the accumulated
work of a student; problem solutions such as lab reports in the sciences; and reviews of productions in the
realm of art and music. The most commonly used performance assessment component is the writing sample
or essay as a measure of student writing ability (Roeber. 1990). These are sometimes administered as part of
the examination process and in other settings students may write their essays during a time period of several
weeks. A number of states are currently making efforts to increase their utilization of this form of
performance assessment, especially in math and the sciences. The development and scoring of performance
assessment measures is an extremely expensive undertaking. Therefore, performance assessment is likely to
remain a component of minimum competency testing in conjunction with objective measurement (e.g.,
multiple-choice tests) and/or as an alternative assessment device for those individuals who fail the objective
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test on one or more occasions.

The American Achievement Tests called for by the Department of Education in the AMERICA 2000 report
(U. S. Department of Education, 1991) would seem to draw upon similar skills, although they would appear
to be both heightened in terms of difficulty and level of cognitive processing and broadened in scope. Five
subject matter areas will be addressed (English, mathematics, science, history and geography), although
when the tests are first introduced, they may be limited to an assessment of reading, writing and arithmetic.
The tests would appear to be conceived as both tied to subject matter and to broader thinking skills as are
more typically found in tests of cognitive abilities than are subject-area tests. Like other competency
examinations, preliminary competency tests will be administered at earlier grades. Thus, "American students
will leave grades four, eight, and twelve having demonstrated competency in challenging subject matter
including English, mathematics, science, history, and geography; and every school in America will ensure
that all students learn to use their minds well, so they may be prepared for responsible citizenship, further
learning, and productive employment in our modern economy" (U.S. Department of Education, 1991.p.9).
Frankly, one might legitimately question whether modern psychometrics, educational testing, and
psychology have advanced to the stage of being able to identify those skills necessary for responsible
citizenship, much less to measure them. It may be noted, however, that the American Achievement Tests
called for in the AMERICA 2000 report are not necessarily conceived of as minimum competency tests that
would be used for high school graduation. It is also suggested that they be used for college admissions and
employment decision making, for example. How a single test could meet these varying purposes is not clear
and difficult to imagine from the current status of test construction and theory.

Assessing LEP Students with
Minimum Competency Examinations

At present, states have no consistent manner in which LEP students are assessed on statewide or district-
level minimum competency examinations. In some states, LEP students need to take the same minimum
competency examinations under the same rules as other students to graduate or be promoted. In other
jurisdictions, however, exceptional LEP students and those residing in locales that require individualized
educational programs for LEP students may be exempted from the examination if their [EPs do not require
them to take the examination to graduate from high school. (Such a plan, is similar to a common approach
for waiving this requirement for special education students.) In yet other locations, LEP students may be
permitted to take the examination in their native language, or at least in some common languages, if they
enter the American educational system late in their formal education. In some schools, when students fail
one competency test, they are given the option to take an alternative measure, perhaps a performance
assessment or a test in their native language. In still other settings, they may only take the examination if
they have first failed the examination in English. Furthermore, these options simply sample some of the
possibilities. Thus, there is a wide variety of choices from which the educational community may select in
deciding how LEP students should be tested with minimum competency examinations.

A few examples may demonstrate the diversity of options available. In Connecticut, LEP students are
required to be tested unless a planning and placement team decision rules otherwise. In Florida, LEP
students are exempt from taking the graduation test during their first two years in an English-speaking
school, but are still required to pass the graduation test to qualify for a regular diploma. Similarly, in
Michigan, non-English speaking students enrolled in schools in the United States less than two years may be
excluded from taking the tests. In Ohio, students may defer taking the test, but may not earn a diploma
without passing it. In Georgia, English-as-Second Language (ESL) students take the tests unless the school
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and parent(s) or guardian agree it is not in the best interest of the student to take it in its current
administration. In Maryland, LEP students must pass all four of the examinations that they offer to earn a

high school diploma.2

Little guidance is available from the educational research literature regarding which of the possible
approaches to testing LEP students would be preferred. In fact, a computerized literature review of the ERIC
database using either competency and minimum competency examinations and limited English proficiency
students as key words or descriptors yielded no references. Certainly, survey efforts similar to those
routinely performed by national organizations (e.g., Roeber. 1990) to document the policies each state
follows with regard to LEP students would be a most helpful first step. Full-blown comparative evaluation
studies such as those performed on the Headstart evaluation contrasting the effectiveness of different
strategies in working with LEP students are needed.

Methodological Issues in Minimum Competency Testing
Validity

Validation has been thoroughly described by Messick (1989), Anastasi (1988), and others and need receive
only a cursory treatment here. Validation refers to the process of documenting that a test is being used in a
justifiable fashion, typically as determined by research studies providing documented evidence supportive of
its planned use. Cronbach (1971) has sometimes been credited with the notion that we do not validate tests,
rather we validate the accuracy of inferences that we make from test scores. There are generally three
acknowledged models or approaches to test validation: criterion-related, construct-related, and content-
related. With regard to construct validation, Anastasi (1988) has written:

The construct-related validity of a test is the extent to which the test may be said to measure a
theoretical construct or trait .... It derives from established interrelationships among behavioral
measures. Construct-related validation requires the gradual accumulation of information from a
variety of sources. Any data throwing light on the nature of the trait under consideration and the
conditions affecting its development and manifestations represent appropriate evidence for this
validation (p. 153; also cited in Geisinger. in press b).

"Criterion-related validity is based on the degree of empirical relationship, usually in terms of correlations
or regressions, between the test scores and criterion scores" (Messick. 1989, p. 17). What differentiates
orthodox criterion-related validation from the other typically empirical method of validation, (i.e., construct
validation), is that criterion-related validation focuses upon "selected relationships with measures that are
critical for a particular applied purpose in a specific applied setting" (Messick, 1989. p. 17). The basis for
making assessments regarding content validation is "professional judgments about the relevance of the test
content to the content of a particular behavioral domain of interest and about the representativeness with
which item or task content covers that domain" (Messick. 1989.p. 17).

In 1974, Standards for Educational and Psychological Measures recommended for the first time that social
consequences of testing such as adverse impact and test bias, should be considered in evaluating a test
(Geisinger, in press b). Indeed, Messick (e.g.. 1975, 1980, 1989) has argued that values should guide both
test use and test evaluation and, hence, such factors need to be considered in evaluating the use of tests and
other measurement procedures. The use of tests with groups underrepresented in many settings within our
society, such as LEP students, clearly invokes the values component of the evaluation of these measures.
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Since minimum competency tests are the present focus and as educational tests represent a domain (of basic
educational skills such as reading, writing, and arithmetic), content validation is the strategy most
commonly associated with the corroboration of their use.

Content validation. The basis for content validation is "professional judgments about the relevance of the
test content to the content of a particular behavioral domain of interest and about the representativeness
with which item or task content covers that domain" (Messick. 1989, p. 17). Educational measures
developed and validated using content validation involve carefully developed domain specifications based
upon curricula, studies of actual instruction provided and educational goals. Content validation comprises
both the relevance of the content called for by the test domain (or plan) as well as judgments regarding how
well the test ultimately represents the test plan or domain.

Standard 8.4 of the Standards for Educational and Psychological Testing (AERA . APA. & NCME., 1985)
deals with competency tests and is found below.

When a test is to be used to certify the successful completion of a given level of education,
either grade-to-grade promotion or high school graduation, both the test domain and the
instructional domain at the given level of education should be described in sufficient detail,
without compromising test security, so that the agreement between the test domain and the
content domain can be evaluated (p.54).

Because a test could meet the traditional standards of content validity yet fail to meet the criteria specified
in Standard 8.4 above, demonstrates that traditional approaches to content validation do not provide the
specificity called for by Standard 8.4. New concepts were required to gauge meaningfully the value of a
minimum competency examination. These terms are curricular validity and instructional validity.

Curricular validity. The notion of curricular validity was introduced by McClung (1978, 1979). It is not a
traditional type of validation called for by professional standards (such as content validation), but it has
nevertheless, become an important principle in the evaluation of minimum competency examinations,
especially in court cases (e.g., Debra P.v. Turlington., 1979, 1981, 1983, 1984). "Curricular validity is a
measure of how well test items represent the objectives of the curriculum. An analysis of curricular validity
would require comparison of the test objectives with the school's course objectives" (McClung, 1979. p.

682).

Instructional validity. A second characteristic that should be present in competency tests has been called
instructional validity. "Instructional validity is an actual measure of whether the schools are providing
students with instruction in the knowledge and skills required by the test" (McClung. 1979. p. 683). An
assessment of instructional validity would require proof that students are actually exposed pedagogically to
the content covered on the examination. Assuming that a state's minimum competency examination is valid
for the majority of students in a state, an important question when considering the testing of LEP students is
whether their instruction parallels that of the majority students. The concept of differential validation
impacts this judgment.

Differential validity or population validity. Differential validity (sometimes referred to as population
validity) is a concept closely aligned with that of test bias. It has traditionally been used in criterion-related
validation studies, primarily with regard to admission to higher education and employment decisions. A test
may be said to be differentially valid if its validity differs across subgroups of test takers. Predictive tests are
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differentially valid if the empirical relationships between the predictive test and a measure of criterion
performance differ systematically across groups. To assess whether a test is differentially valid across
groups, one must perform regressions between test and criterion variables for each population. Then, the
slopes of the varying regression lines, their respective intercepts, and the degree to which the relationships
are free from statistical error are compared. (See Anastasi, 1988. pp. 193-199 for an elaboration of this
concept.) "Validity coefficients, regression weights, and cutoff scores may vary as a function of differences
in the test takers' experiential backgrounds" (Anastasi. 1988.p. 194).

It is not clear how or why differential validation studies would be performed using minimum competency
examinations since there is no criterion representing the kind of behavior that minimum competency tests
attempt to measure or predict. In the present instance, however, there is no obvious, relevant criterion for a
test of minimum competency. Possible criteria include teacher judgments, high school grade-point average
(GPA), subsequent college GPA, etc., but all of these criteria have methodological problems and, more
importantly, they lack relevancy in that none of these criteria bear on the meaning and purpose of such tests.

The concept of differential validity can nevertheless be generalized to the testing of LEP students. A
competency test might be differentially valid in terms of instructional validity if the material covered on the
examination is not equivalently presented to the majority students and LEP students. That is, if the material
composing the examination is more to be found in the classroom of traditional students than it is in bilingual
classrooms, a case could be made that the test is differentially valid and, in this instance, biased against the
LEP students.

Reliability

The study of test reliability has largely been the study of the consistency of the test scores that individuals
achieve across different administrations of the same test, across different test forms, across different test
administrators (especially for individually administered examinations), and across the individual questions
composing a single test. Each of these kinds of reliability indicates a somewhat different generalization
about which we may have a degree of confidence when we talk about an individual's test score. Such
depictions of test reliability do indeed have relevance for competency testing, but the relevance needs to be
reformulated to a degree. The stability and consistency of an individual's score are important, but the degree
to which the decisions made with the examination do not change is even more critical. These approaches are
known as the decision-consistency approaches to test reliability. Excellent reviews of the literature on the
reliability of tests scored in a pass-fail manner may be found in Berk (1984), Brennan (1984) and
Subkoviak (1984).

The notion of stability over different testings must be clarified with regard to competency testing. Classical
reliability theory, upon which the notion of both the test-retest and alternate-forms approaches to test
reliability, are based, assumes no change in the underlying variable being measured. In the case of a
competency test, however, it is certainly hoped and expected that instruction -- remedial and traditional --
increases the competency of the student between the first and second testings. Thus, the assumptions of the
classical reliability model are clearly violated in the case of minimum competency testing. Indices lower
than those that might otherwise be acceptable may be tolerated due to these expected changes over time.
That is, since students are engaged in learning in their educational activities, their performance on the
minimum competency tests changes from the first administration until the second. When this learning
process occurs, it appears as though the test is less reliable (stable) than it really is.
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Standards of Performance

Techniques used in setting standards. All certification testing requires that the performance of individual
students be compared with or evaluated against a predetermined standard of performance. A decision is
made regarding each student in terms of whether that student is competent. The degree of competence is not
critical as it is in most tests of individual differences or so-called norm-referenced tests. The only scoring
that is critical i1s whether the student has met the minimal standard or not.

While psychometricians have developed theories for test reliability and validity, the development of such
approaches for the setting of standards on examinations is in its infancy. A number of techniques or
strategies for setting standards on educational and other psychological measures have been proposed, but it
is agreed that there is no way to prove that one technique is better than any other. "While there is no
agreement on a best method, ...some procedures are far more popular than others" (Jaeger. 1991.p.491).
Standard-setting procedures are based on pragmatics, not science. All of the techniques require that those
setting the test standard impose their professional judgment to the task. To some (e.g., Glass. 1978), the
judgments involved in these tasks are intrinsically arbitrary and therefore of questionable value. One reason
that some testing professionals exhort caution in the standard setting process is that in choosing among the
available standard setting techniques, one influences the standards to some degree. Similarly, the judges one
uses in establishing test standards also impact the standards to a substantial degree (Jacger. 1991).

The techniques employed in setting standards have been presented by Livingston and Ziecky (1982) and
reviewed completely by Jaeger (1989); such detail is certainly beyond the scope of the present discussion.
However, most graduation tests set standards by holding panels which review the test item-by-item to
determine what the appropriate passing score should be. Such approaches are what Hambleton and Eignor
(1980) call judgment models since they rely on the judgments of the panel members. The most common of
these models is what has become called the Angoff procedure (after Angoff. 1971). In this procedure, a
panel of judges is convened and each member of the panel reviews each question on the test and estimates
the probability (a proportion from 0.00 to 1.00) that a minimally competent student would answer each
correctly. These estimates are summed for each judge and then the individual judges' estimates are averaged.
The resulting value becomes the passing score. The advantage of this procedure is that the passing score that
is set is specific to the test in question and is based on judgments of those presumably knowledgeable to
make such judgments. Among the disadvantages are the difficulties in determining what a "minimally
competent" student would be, much less how he or she would perform on the test.

A few variations to the standard Angoff procedure may be employed. For example, one can have the judges
themselves take the examination prior to their making judgments about the test questions. One can provide
the judges with item analysis data so that they can see how test takers actually performed on each test
question. One can also iterate the Angoff procedure several times with the same or different panels and
provide each successive panel with the results of the preceding judgments. Another modification is to permit
the judges to select a probability that a minimally competent test taker would answer a question correctly
from a shortened list of the possible values from 0.00 to 1.00.

To be able to make ratings on specific items, as in an Angoff panel, a clear understanding of what minimum
competence means is needed. Mills. Melican and Ahluwalia (1991) have addressed techniques to use with
Angoff panelists to help them understand the multiplicity of different interpretations of the minimum
competence concept. For example, the panel may begin by listing the levels of knowledge and skills that
such an individual might possess. Those running the meeting need to keep the panelists focussed on the
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target individual -- a person graduating from high school with the least amount of knowledge and skills
permissible. To be able to make such judgments, those making the ratings must be knowledgeable about the
full range of skill levels of graduating seniors and about the curriculum and instruction that such students
receive.

Jaeger (1991) has addressed the issue of who should compose a standard-setting panel. Standard 6.9 of the
Standards for Educational and Psychological Testing (AERA et al.. 1985) requires that the qualifications of
judges composing the panel should be enumerated in an appropriate publication -- an implication that such
factors have relevance. The task of serving on a standard-setting panel is a complex one involving the
reading, understanding, and evaluating of a vast amount of detailed information typically in a confined time
period. Judges must possess "substantial knowledge ... that is rapidly accessible and readily integrated"
(Jaeger, 1991. p. 3). Jaeger defines the ideal judges as experts.

In the case of a high school graduation test, such individuals know the knowledge requirements
of entry-level, post-high-school jobs or freshman courses in colleges and universities, assuming
the purpose of high school graduation tests is to ensure that high school graduates possess
knowledge sufficient to enter the labor force or enter a post-secondary education program.
Judges most likely to possess this kind of expertise include directors of apprenticeship
programs for craft unions, personnel directors of service-oriented companies that hire large
numbers of recent high school graduates, college and university admission officers, and college
and university faculty members who teach freshman courses (Jaeger, 1991.p.4).

Mills et al.. (1991) supplement Jaeger's recommendations by suggesting that "panelists in standard-setting
studies should be chosen to represent all appropriate groups in the profession relevant to establishing the
cutoff scores for the test. These panelists, therefore, will bring a diversity of knowledge, training, and
opinions about the test and testing situation to the rating session" (Mills et al.. p. 9). In the instance of
setting standards that affect LEP students, such panels should probably include ESL instructors and others
knowledgeable about the performance of LEP students.

It may be recalled that only one procedure for setting a standard has been described.

A large number of empirical studies have addressed the question of whether different standard-
setting procedures, when applied to the same competency test, provide similar results. Most
research has answered this question negatively. Different standard-setting procedures generally
produce markedly different test standards when applied to the same test, either by the same
judges or by randomly parallel samples of judges (Jaeger. 1989, p. 497).

That different panels of judges and different procedures may elect to set varying standards has led some
scholars (e.g., Jaeger. 1989; Shepard. 1980) to suggest using several methods in combination and then
"consider all of the results, together with extrastatistical factors when determining a final cutoff score"
(Jaeger. 1989. p. 497).

Adjustments made to initial standards. Geisinger (1991) has provided a list of some of the kinds of
information that may be used to adjust the proposed passing scores that emerge from standard setting panel
meetings. With respect to high school graduation tests, this information includes: (a) what passing
rates/failing rates are acceptable to relevant parties; (b) the relative costs of misclassification errors (e.g.,
failing someone who should have passed); (e) societal needs; (d) adverse or disparate impact data; (e) errors
of measurement due to the test's unreliability; (f) errors of rating due to differences among raters within a
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standard-setting panel and across different panels; (g) anomalies in the rating process (e.g., judges who are
found to lack the expertise required of them); (h) how frequently and how often students are able to re-take
forms of the examination; and (i) results of other standard-setting procedures. One can imagine several of
these adjustments that are relevant for the assessment of LEP students. Most obvious, of course, is (d)
adverse impact data. If the proportion of Hispanics passing the test, for example, is sufficiently below that of
other groups, test makers, educational leaders and other concerned parties should review the results as well
as the education of the students involved to consider what should be done. Perhaps some adjustment either
to the overall passing point or the passing point for Hispanic test takers may be in order. A more subtle
example concerns (e) test reliability. Passing scores are sometimes adjusted (typically in a downward
direction) due to unreliability. Students who fall just below the passing score are seen as being strong
contenders for passing the test, if it were only more reliable. The reliability coefficient and, more
importantly, the standard error of measurement for LEP students taking the examination should be
computed and compared to that of the majority students. If the reliability is lower and the standard error of
measurement higher, an argument for a reduction in the passing score for LEP students would appear
justifiable. As a final example, consider (e) societal needs. Paulson and Ball (1984) have argued that
minorities were not as able to receive employment in the State of Florida after the high school graduation
test was announced. Such information might argue that the test standard be reduced. On the other hand, if
the results of testing are used to provide high quality remedial education to the LEP test takers who fail and
this remedial education provides LEP students with improved academic skills without consequential
personal, social, or academic costs (e.g., stigmas), then the competency test standard should be kept where it
is or even increased.

There may be circumstances in the use of minimum competency examinations where it is appropriate to
employ a different standard as the passing score than is used in the general population. In some instances,
LEP students have already been identified for special test administration procedures such as being excluded
from taking the examination altogether on the basis of an LEP or a similarly institutionalized policy,
bypassing the first test administration for which they are eligible, having the test administered in their native
or first language, or taking an alternative measure. Under such circumstances, it may also be appropriate to
use a different passing score in the recognition that their more limited English skills inhibit their best
performance. Padilla (1979) suggested a similar notion with regard to employment settings in noting that
there are situations in which it is appropriate for job candidates to be essentially given "extra-credit" for
being bilingual. "In job settings where such bilingualism is functionally related to job success, such credit is
indeed appropriate, although it is rarely given in civil service settings, for example. Such bonuses,
appropriately awarded because the language skills enhance job performance, should be clearly seen as
additional to any other advantages provided to members of language minorities in the attempt to increase
their representation in the work force, on campuses, in advanced instruction, etcetera. Credit for being
bilingual (French/English) is appropriately provided to managers in the public service of Canada, for
example" (Geisinger. in press. a).

Methodological Issues Specific to LEP Students

Test Bias

Test bias is intrinsically and closely tied to the concept of test validity because, like validity, it rests
primarily upon inferences based on test scores. As in the case of all judgments of test validation, threats to
validity threaten proper test score interpretation. Just as validation was dominated by the criterion-related
approach until the last decade or two (see Geisinger. in press. b), so has the study of bias been dominated by
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the criterion-related approach. Many of the definitions of bias that have been traditionally provided are
difficult to extract from the criterion-related validation paradigm.

One definition of bias (Cole & Moss. 1989) moves beyond the criterion-related model. This definition
states:

An inference is biased when it is not equally valid for different groups. Bias is present when a
test score has meanings or implications for a relevant, definable subgroup of test takers that are
different from the meanings or implications for the remainder of the test takers. Thus, bias is
differential validity of a given interpretation of a test score for any definable, relevant subgroup
of test takers (p. 205).

Such a definition, as is shown below in this paper, has implications for the competency testing of LEP
students. With respect to the content validation approach, problems in making valid inferences may be based
upon differences across groups with regard to the appropriateness of a given domain of content or testing
format or for how well specific questions cover the content domain. For example, when Spanish-speaking
tenth grade students write responses on an essay final examination in History, the quality of their responses
may be limited by their ability to write the answer in English. A source of test score variance becomes
English writing ability and inferences which assume that the scores are solely due to knowledge of History
are incorrect. (This information has been cited in Geisinger. in press. a.)

Bias detection techniques. Test bias has been scientifically studied for several decades. Typically, reviews of
test bias research subdivide the procedures which have been developed into external and internal methods.
External methods are those that evaluate whether the relationship between test scores and extra-test criteria
1s comparable across groups. There are two types of internal methods. The first attempts to identify those
test questions which are differentially more difficult for a given group than other questions composing the
test. The second involves factor analyses of test items to identify dimensions of test performance for each of
the groups under study. The attempt is to show that the test measures the same, similar or different
characteristics across the varying groups. If similar factors are found across groups, we have some reason to
suppose that the test measures comparable constructs in each group. This second approach is not discussed
in the present paper but may be found in Geisinger (in press b), Reynolds (1982b), or Shepard (1982).

Reynolds (1982a) offered the following definition of test bias from the perspective of construct-related
validation:

Bias exists in regard to construct validity when a test is shown to measure different hypothetical
traits (psychological constructs) for one group than another or to measure the same trait but
with differing degrees of accuracy (p. 194).

Reynolds (1982b) suggested a number of different empirical techniques in which construct-related test bias
might be identified. These include differences across reliability coefficients; rank ordering of item
difficulties; correlations with other variables, such as age; comparisons of multitrait-multimethod matrices
across groups; and factor-analytic differences. To know definitively whether competency tests measure the
same cognitive processes for LEP and majority-group students requires research of this type. However, the
numbers of LEP students, especially when subdivided by cultural or ethnic group, would likely prohibit
such efforts.

In any test of cognitive skill or ability, a logical and elementary check that the test is comparable across
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groups is a determination that the relative difficulty of test questions is similar. That is, those questions
which are difficult for one group should also be challenging for the other. Should such a finding not hold,
one must question population validity of the underlying construct. If test items are rank ordered from easy
to difficult within each group, rank order correlations, such as rho, may be calculated to demonstrate parity.
Reynolds (1982b) suggests that rho's of .90 be taken as indicative of consistency of construct-related
validity.

Test bias against LEP students. In some instances, the study of test bias against LEP students differs from
that of other groups, such as African Americans, females, or the handicapped. The study of test bias is more
difficult with language minorities because there are at least two ways in which such test bias differs from
that against females, African Americans, and to a lesser extent, the handicapped. The first of these relates
purely to language differences, both in test administration and in the interpretation of test results. The
second situation considers differences between LEP students and the other groups in our society stemming
from cultural factors, with these cultural differences including those related to language.

Two primary factors confound the interpretations of some tests with LEP students: language and culture.
Neither of these problems is easy to deal with, but language has received more recent attention from the
psychometric literature (e.g., Duran. 1988, 1989), although it is potentially less complex.

(1.) Language differences. The first issue related to language concerns the question, in which language
should the test be administered (Geisinger. in press. a)? If the purpose of the test is to provide diagnostic
information so that an LEP can be developed and instruction optimized, administering comparable
competency tests in both languages may yield useful information.

When English-language tests are used with LEP students, the level of language applied on the test needs to
parallel that used in the schools (as it does with English-speaking test takers). With written tests, various
readability formulae may be used to estimate both the reading levels of the examination and of materials
used in the classroom and in educational materials to ensure that the test does not require an artificially high
reading level. Once again, the concept of differential instructional validity may be relevant if LEP students
use educational materials which are generally easier to read than are the test materials. In the scoring of
certain free-response measures, such as the essay examinations, the level of English language skill necessary
for achieving passing scores on the examination should also be considered when constructing the questions,
scoring the responses, and interpreting the results.

The 1985 Standards for Educational and Psychological Testing provide a section on the testing of linguistic
minorities. Seven standards were enumerated to provide some guidance toward good testing practice. In
general, these standards emphasize attempts to achieve valid inferences from test scores coming from
members of linguistic minorities. They accent the notion that tests may be influenced by language skills
(irrelevant to the construct purportedly being measured) to a greater or lesser extent when given to linguistic
minorities. Thus, these standards attempt to assure valid test use and interpretation. Furthermore, they state
that test constructors (in the case of minimum competency examinations), test publishers and state
departments of education, developing assessment instruments recommended for use with linguistic
minorities need to inform test administrators and test users of proper procedures and interpretations with
those groups. The seven standards follow.

13.1

For non-native English speakers or for speakers of some dialects of English, tests should be

file:///Users/morganenriquez/Desktop/untitled%20folder/BE018743.webarchive Page 12 of 20


http://ncela.edstudies.net/pubs/symposia/second/vol2/testing-ref.htm#Reynolds.2
http://ncela.edstudies.net/pubs/symposia/second/vol2/testing-ref.htm#Duran.2
http://ncela.edstudies.net/pubs/symposia/second/vol2/testing-ref.htm#Duran.3
http://ncela.edstudies.net/pubs/symposia/second/vol2/testing-ref.htm#Geisinger.2

2nd National Symposium: Testing Limited English Proficient Students 6/4/09 2:47 PM

designed to minimize threats to test reliability and validity that may arise from language
differences.

13.2

Linguistic modifications recommended by test publishers should be described in detail in the
test manual.

13.3

When a test is recommended for use with linguistically diverse test takers, test developers and
publishers should provide the information necessary for appropriate test use and interpretation.

134

When a test is translated from one language or dialect to another, its reliability and validity for
the uses intended in the linguistic groups to be tested should be established.

13.5

In employment, licensing, and certification testing, the English language proficiency level of the
test should not exceed that appropriate to the relevant occupation or profession.

13.6

When it is intended that the two versions of dual-language tests be comparable, evidence of test
comparability should be reported.

13.7

English language proficiency should not be determined solely with tests that demand only a
single linguistic skill. (AERA et al., 1985, pp. 74-75).

The first six standards are clearly relevant to the testing of LEP students. Based on Roeber's (1990) survey,
it would appear that few if any states are performing the research needed to ensure that different language
test forms and other alternative test forms are comparable and equally valid. Without such information,
equivalent interpretations may not be made using the different forms. Unfortunately, it may not be in the
best interests of advocates of LEP students to demand such research. If states find it impossible to perform
such research for budgetary, manpower, or other reasons, they may simply discontinue offering alternative
testings or testings in a variety of languages.

(2.) Cultural differences. Gordon (1991) has defined culture as a complex whole that includes knowledge,
belief, art, morals, law, custom and any other capabilities and habits acquired as a member of society. The
total pattern of human behavior and its products -- embodied in thought, speech, action, and artifacts -- are
dependent on the capacity to learn and transmit knowledge to succeeding generations through the use of
tools, language, and systems of abstract thought. As a descriptive concept, culture is a product of human
action; as an explanatory concept, it is seen as influencing further action (p. 101).

Scores emerging from tests are indeed subject to cultural influences. Not to reflect culture, of course, would
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likely mean that the scores do not validly reflect the construct or behavior they have been intended to assess.
From two quotes by Anne Anastasi, we may glean when such influences represent valid influences upon test
scores and when they do not. First, let us consider the valid perspective.

Every psychological test measures a sample of behavior. Insofar as culture affects behavior, its
influence will and should be reflected in the test. Moreover, if we were to rule out cultural
differentials from a test, we might thereby lower its validity against the criterion we are trying
to predict. The same cultural differentials that impair an individual's test performance are likely
to handicap him (sic) in school work, job performance, or whatever other subsequent
achievement we are trying to predict (Anastasi, 1967, p. 299).

Nevertheless, a "test may be invalidated by the presence of uncontrollable cultural factors. But this would
occur only when the given cultural factor affects the test without affecting the criterion" (Anastasi, 1950, p.
15; also cited in Geisinger. in press, a).

Proper test score interpretation for linguistic minorities involves consideration of acculturation.
"Acculturation refers to complex processes that take place when diverse cultural groups come into contact
with one another. It is an extremely important aspect of the experience of linguistic minorities in the United
States. Acculturation is also related to testing issues because it involves the acquisition of language, values,
customs, and cognitive styles of the majority culture -- all factors that may substantially affect performance
on tests" (Olmeda. 1981. p. 1082). Since acculturation can presently be assessed with substantial reliability
and validity (Olmeda. 1979, 1981), teams planning the IEPs for LEP students should include formal
measures of acculturation when making assessments of these students.

Item selection including item bias detection techniques. Item bias techniques are also known as methods to
determine differential item functioning across groups, or DIF, and have been used in the pre-testing phase
of test development to identify and remove those questions from a test that are differentially more difficult
for one group or another. The manner in which most of the available techniques work may be explained as
follows. The only two factors employed by these techniques are the group-specific difficulty level of each of
the questions composing the test and the overall level of ability or knowledge of each test taker. The test
taker's level of ability or knowledge is generally designated by the individual's overall score on the
examination or some mathematical derivation of this value. The logic of the process is that both the content
and thought processes called for by a question determine the difficulty level of that question and should be
comparable across groups. Since groups may differ in terms of overall ability for one reason or another,
these techniques adjust difficulty levels of individual test questions for these overall group differences. If the
difference between difficulty levels for an item for two groups is disproportionally large, even given the
groups' overall test differences, the particular test question is considered biased. In the pre-testing of an
examination, such questions would likely be removed from the instrument under development.

Issues Relating to Standard Setting

It was reported previously in this paper that the most common technique for setting standards is to bring
together a panel which reviews the test on a question-by-question basis and generates data used to set the
passing standard. Representation by LEP parents, educators or other delegates should appear on these panels.
This representation would permit discussion among the members of the panel of issues of relevance to LEP
students. It should be openly questioned as to whether a single standard is appropriate or rather if
differential standards should be applied for varying groups of students. In cases where a single standard
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setting was held at some previous time and the state now simply equates the passing score of new tests to
this pre-existing standard, either new standard setting panels should be convened or adjustments to the
standard should be considered.

Equating

Scores on one form of a state's minimum competency test are frequently equated to previously used forms
so that test scores and passing scores retain their meaning over time. Equating generally involves a sample
of students taking part in all of both forms of the examination. It is critical that LEP students be included in
representative numbers in these equating samples. In fact, given their small numbers in many locations, they
may need to be greatly oversampled.

Furthermore, it is unlikely that states would be able to equate special language versions of the test if they are
available. Equating methodology would generally require either that randomly drawn, equivalent groups of
individuals take both versions of the examination or that if the same group took both test forms, their
language skills be equal in both languages. These assumptions will almost never be met. In addition, the
score distributions emerging from English-language tests and foreign language tests are unlikely to parallel
each other, with the distribution of foreign test scores well below that of the English-speaking test takers.

Instructional Feedback

Competency testing laws in many states require that those Students who fail the minimum competency test
receive remedial instruction so that they may succeed when they re-take the examination. Ultimately, the
key to the successful competency testing of LEP students involves a proper diagnosis of their academic
weaknesses and strengths as well as the development of a well formulated educational plan to remediate
their shortcomings in an optimal manner. A successful diagnostic test must be sensitive to their instruction
at a micro-level (see Duran. in press) and able to yield reliable information about exactly what the students
can and cannot do. Although minimum competency tests are generally group tests, they need to be
interpreted on an individual basis, especially for LEP students. That is, educational professionals need to
consider the test data along with other indices of educational performance (e.g., work in class), academic
skills (e.g., strengths and weaknesses in English, their native language, and other academic information),
and knowledge of the setting, broadly defined, in which the child may be found. Furthermore, remedial
programs are likely to be negatively tainted and to have adverse impact against ethnic and language
minorities. The remedial program in which LEP students are placed must be successful not only
educationally but also in terms of overcoming such a stigma. To the extent that the tests and their use are
well integrated into the instructional program, they may prove to be successful.

Advantages and Disadvantages of Minimum Competency Testing

In that minimum competency programs have been in effect in one manner or another for more than 20
years, it is disappointing that no comprehensive evaluation studies of these programs have appeared in the
literature. If they exist in the files of states, they need desperately to be shared. With the lack of formal
evaluations, we must hypothesize and reflect upon the potential advantages and disadvantages of these
testing programs from the armchair. Formal evaluations of these testing programs would be strongly
recommended before the federal government moves to operationalize the idea of national examinations.
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Societal Effects

One advantage to society if the ideal of minimum competency testing were realized would be that society
would become filled with adults each of whom is able to read, write, and use basic mathematical skills.
Based on the requirements of some states, graduates would also be able to communicate orally (speak,
listen, etcetera) effectively.

From a more negative perspective, the success of minority students on minimum competency tests, as on
other examinations, is far below that desired (e.g., Hartigan & Wigdor, 1989). "In states such as North
Carolina that maintain statistics on the characteristics of students who fail competency tests, the failure rates
of racial minorities are typically found to be 5 to 10 times higher than those of the majority white students.
The social and economic consequences of failing to earn a high school diploma are well-known, particularly
for youths from minority groups (cf., Eckland. 1980)" (Jaeger, 1989.p. 491). In light of these performance
differences, test bias procedures, as mentioned earlier in this paper, may need to be applied. Industrial
testing, as opposed to educational testing, has been forced to study the impact of testing when rewards are
assigned on the basis of test scores.

The Uniform Guidelines on Employee Selection (1978), issued jointly by the Equal Employment
Opportunity Commission, the then Civil Service Commission, the Department of Labor, and the Department
of Justice, after considerable input from professional organizations interested in testing practice,
operationalized good testing practice in industrial settings in many ways. The Guidelines defined a model of
proper test use in which a test need only be shown to be valid for the use to which it is being put after it has
first been shown to have adverse impact upon a protected group (defined as Blacks; American Indians;
Asians including Pacific Islanders; Hispanics including persons of Mexican, Puerto Rican, Cuban, Central
or South American, or other Spanish origin or culture; women and other groups). Adverse impact has
generally been defined by the "four-fifths rule." That is, "a selection rate for any race, sex, or ethnic group
which is less that four-fifths (4/5) (or 80 percent) of the rate for the group with the highest rate will
generally be regarded ... as evidence of adverse impact" (3D).

The use of minimum competency tests has the potential for real test misuse. Consider the following
comments that were distributed to users of the Graduate Record Examination (Graduate Record Examination
Board, 1989) as the first of 10 recommended guidelines for proper test use. The guideline states:

Regardless of the decision to be made, multiple sources of information should be used to ensure
fairness and balance the limitations of any single measure of knowledge, skills, or abilities ....
Scores should not be used in isolation. Use of multiple criteria is particularly important when
using ... scores to assess the abilities of educationally disadvantaged students, students whose
primary language is not English, and students returning to school after an extended absence.
Score users are urged to become familiar with factors affecting score interpretation for these
groups (Graduate Record Examination Board, 1989, p. 6).

Four of the other nine guidelines are also relevant to competency testing. The four specific guidelines
suggest that validity studies need be performed, test content be reviewed by subject matter experts, decisions
based on small score differences be avoided and test users recognize limitations of scores earned on tests
taken under special administrative arrangements (e.g., in a language other than English).

Effects on Students
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Blau (1980), a clinical psychologist, has considered what the psychological effects of institutionalized
minimum competency testing programs are likely to be. It should be noted from the outset that his sample
was small (around 35 students) and apparently gathered from the many adolescents that he saw in his
clinical practice. In some cases he was seeing them specifically because of their educational difficulties.
Relevant to the present discussion, he also does not report if any of the members of his sample are linguistic
minorities. Nevertheless, he reports that the students were "distressed and disdainful about the whole testing
business. They saw it as another burden developed by adults to make their progress through school more
difficult" (p. 176). With regard to their performance on the test, in this case the Florida high school
graduation test, he reported that "the majority of the students, including the very bright ones, simply do not
care" (p. 176). The rationale for their apathy was described as differing depending upon how strong the
students were. "The poor students saw the tests as an additional barrier to success and esteem and not a
help, while the good students saw them as a barrier to using time effectively" (p. 177). One factor appeared
to moderate the involvement of students: the immediacy of the feedback that they received. When such
feedback was received quickly by students, they did see it as of educational value. In attempting to address
how such overly negative attitudes toward the competency testing process might be addressed, Blau called
for the involvement of (representatives of) students involved in every stage of the testing process.

One problem that may beset students relates to their moving from one school district or one state to another.
Suddenly, different requirements or higher standards impact students. Such problems would be especially
notable in situations where school districts set district-level standards for passing statewide examinations. A
student might move only a few blocks but, on that account, fail to pass an examination that he or she had
apparently already cleared.

Effects on Schools and the Educational Process

The effects of minimum competency testing on the educational process can be considered from a variety of
perspectives. One relates to the ultimate goal of the examinations in general. According to Jaeger (1989, pp.
486-87), "Although some competency testing programs attempt to inform students about their academic
strengths and weaknesses, the principal use of competency-test results is to serve institutional purposes such
as student placement rather than individual purposes such as student guidance and counseling."

One of the biggest fears of those reluctant to endorse minimum competency testing concerns the notion that
the low level or minimal skills frequently measured on these tests will become the maximal skills taught by
educators. That is, it is feared that teachers will stop striving to teach higher-level thinking and problem-
solving skills as long as their students master those basic, life skills called for by the minimum competency
examinations.

Legal Issues

Reviews of court records have indicated that courts have continually upheld the rights of states to employ
minimum competency tests to monitor the success of educational programs and the skill levels of potential
high school graduates (Citron. 1982, 1983; Jaeger. 1989).

The most influential case regarding minimum competency testing brought to date was Debra P. v.
Turlington (1979, 1981, 1983, 1984). This federal case received considerable attention as evidence by
George Madaus' (1982) book dedicated to the history, effects, and implications of the case. The case, which
related to Florida's high school graduation test, was brought by 10 African- American student who had failed
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the examination and who challenged the adverse impact of the examination against the backdrop of a long
history of segregated schools and other forms of discrimination. Florida's minimum competency
examination was a test of functional literacy which. had been mandated by a 1976 statute requiring
demonstration of such skills in order to receive a high school diploma. Functional literacy was defined as
skills in reading, writing, and arithmetic needed to face successfully problems encountered in everyday adult
life. Reading and writing were combined as a test of communication skills. In its first administration in
1977, 36 percent of high school seniors failed one or both of the examinations, but 77 percent of African-
American students failed against 24 percent of white students (Pullin, 1982). "After three attempts to pass
the test, 1.9 percent of white students and 20 percent of black students ... still failed" (Jaeger. 1989. p. 507)
the test. Two sets of claims were made against the test. First, it was argued that the test was discriminatory
on the basis of its adverse impact; it breached the constitutional rights of equal protection under the laws as
guaranteed by the Fourteenth Amendment and as enforced under Title VI of the Civil Rights Act of 1964,
which prohibited discrimination on the basis of race, among other factors. Since disparate impact had been
found in this instance, Florida needed to prove that the differences in passing rates had not been caused by
the state's history of discrimination. Second, it was contended that the test was invalid and the requirement
that it be passed to earn a high school diploma hastily conceived.

The trial iterated several times between the federal district court level and the appellate court over a period
of five years. Initially, a time-period delimited moratorium was placed on the use of the test so that students
in the schools were able to prepare for it more properly. The principles of curricular and instructional
validity advanced by McClung (1978, 1979) were critical in that the state of Florida was ordered to
document that students in Florida schools universally received instruction in the content represented by the
tests. The courts initially ruled that punishing the victims of past discrimination "for deficits created by an
inferior educational environment neither constitutes a remedy nor creates better educational opportunities”
(474 E. Supp.. at 257, Debra P.v. Turlington, 1979; also cited in Jaeger. 1989). They ultimately ruled,
however, based on an overwhelming amount of data indicating that the content of the tests was covered both
in curricula throughout the state as well as in actual instruction, that the tests were both fair and valid.

In summary, courts have upheld the rights of states to use competency tests appropriately but have placed
limitations on the testing programs (1) when there is a history of discrimination, (2) when students have not
been given adequate advance warning about the necessity to pass the tests, and (3) when the curriculum and
the instruction provided do not cover the material on the test (Jacger, 1989).

Using Minimum Competency Tests with LEP Students

Competency tests, like other educational tests, have the capacity to improve the education of the students in
our country's schools. To be effective, however, they need to be linked closely to instruction. That is, they
need to have high instructional and curricular validity. Furthermore, the curriculum needs to drive the
content of the examinations rather than vice versa. One of the most damning indictments of all educational
tests is that they determine what is taught in some instances. It may be noted that teaching to a test is not
always bad. Providing high quality instruction on topics of high relevance and importance, of course, will
always be paramount. However, decisions as to what should be taught are curriculum-level decisions that
should be made when developing the curriculum and instructional approach, not after determining what is
on an examination.

Making minimum competency tests instructionally meaningful involves more than curricular and
instructional validity of the examinations, however. It also entails using the scores to provide access to
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remedial instruction rather than "as a stick" to punish those who fail, perhaps by withholding diplomas or
other valued rewards (see Serow. 1984).

It has been stated that about 2 percent of the students who take minimum competency tests do not pass
them, even after repeated administrations of forms of the examinations. It has been further argued by others
(Serow, 1984) that this small percentage is politically acceptable to the policy makers who in some cases
recommend or require the examinations. Serow reminds us that small percentages of large bodies are still a
large number of failures. One wonders if these small numbers would be acceptable if they were being added
to welfare rolls rather than being refused a high school diploma.

One issue in discussing the competency testing of LEP students is not a testing matter at all, but purely an
educational one. Perhaps all LEP students should have IEPs just as other exceptional students and students
with handicaps already do. LEP students are among the most disadvantaged students not so covered at the
present time. Should they be provided with the planning and supportive remediation required by an IEP
With such attention, the success rate of LEP students would surely rise.

Summary

Deciding between withholding a diploma from a student who has spent 12 years in ineffective schooling
and graduating a student who lacks basic academic and life skills is a no-win choice. The only acceptable
solution to this decision is to use the test scores to identify students needing remedial instruction. The most
useful such test would be one that is diagnostic rather than summative. However, most statewide
competency tests are by their very nature summative tests that do not provide diagnostic information.

One must question whether a minimum competency test can possibly be equally valid from the perspective
of curricular and instructional validity and not biased for LEP students, on the very basis of their differential
needs and educational programs.

For competency tests to be most useful for improving the education of LEP students, it is imperative that
the tests be closely tied to the curriculum, be thoroughly integrated with the curriculum, aim toward
providing diagnostic instructional and remedial feedback, provide scores which are readily interpretable by
educational professionals, and become less threatening than they appear to have become. Failing scores on
competency examinations need to be attuned to the development of IEPs for those LEP students requiring
them. The notion that all LEPs would benefit from IEPs has some merit and should be investigated.

The psychometric literature coupled with pragmatic realities of the situation have little to offer at the present
time with regard to ways of determining (1) whether minimum competency tests are as valid for LEP
students as for others and (2) what passing scores should be used for such students.

Interpretation of individual test scores is extremely demanding. Complex interactions of psychological,
language, culture, and other background factors affect the test performance of linguistic minorities.
Examiners and educational planners need to be specially trained to test such individuals and to consider
language skills, acculturation, socioeconomic factors and other variables in any assessment of an individual's
level of functioning.

Notes

1The author would like to thank Scott Cone for his help on this paper, Janet P. Carlson for her careful reading of the
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paper, and Michael Beek of Beek Evaluation Testing Associates, Chris Pipho of the Education Commission of the
States and Ed Masonis of the New Jersey Department of Education for their helpful information. Any errors in this
paper, of course, remain those of author.

2The information provided in this paragraph was taken from Roeber's (1990. pp. 17-18) survey of statewide testing
practices.
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